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Outline:

* Introduction to machine learning
* Unsupervised learning

e Supervised learning

* Example application to classifying images

* Training in practice

* Neural networks and deep learning

* Introduction to neural networks and deep learning

e Application to images



A deluge of data




A deluge of data

Fact: The amount of data we produce increases exponentially

Terabyte to Petabyte
2011 .

Gigabyte to Terabyte 1950s @ IDC report
Google fila system
and MapReduce

1980s @
Megabyte to Gigabyte shared-nothing
parallel database
1970s »
database machine Molyte fm) =2 *lptes

megabyte (MB) =27 x 2%ytes
gigabyte (GB) =20 x 21° x 2'%ytes
terobyte (TB) =20 x 2%° x 2'° x 2'%pytes
petcbyte (PB) =20 x 2%7 x 210 x 2°0 x 2"%0ytes
exobyte (EB) 2'0 x 210 % 210 % 217 x 210 x 2%bytes

Data-oriented statistical model: perceived as a solution when:

. Weak or non-existing prior knowledge to build a mathematical/physics model that is robust to all possible
noise and transformations

. Plenty of data available

. Complex relationship between raw input data and the information to be extracted



Artificial intelligence
(early ~1960)

Deep-Learning
(boom > 2012)

Statistical machine learning algorithms have increased in popularity since the 90s.

Objective: Using a large amount of data to mine/synthetize/index the information contained in the data
automatically

:> Decision helping



Data challenges

* Nature: * Source:
images . telescopes
sound . spectrographs
text . LASER
graph . SONAR
seguences . accelerometers/gyroscopes

Highly integrated complex information systems
(smart-cities, flux web, XML, etc...)

* Large dimensionality - Curse of dimensionality

 Multi-modal: multiple sensors with various properties, not necessarily pre-aligned nor synchronised

 Defects:
Measurement noise, outliers
Missing values



Generic data processing pipeline

Preparation Machine learning

Data collection Feature

extraction Semi -

I

I Feedback (optional)

_______________J




Generic data processing pipeline

Preparation

Data collection Feature
extraction

Red uction

Methods and steps are chosen based on:
* The data
* The problem

Semi -
supervised

Machine learning

Weakly
supervised




Four main types of problems

Machine Learning

[ J Wealdy
. supervised
Semi -
tesucion

1 Association pattern mining
Finding patterns in the data

U Clustering
Identifying groups with similar properties

 Classification
Associating objects with predefined classes

U Outlier detection
Finding objects/patterns which do not match the rest of the dataset

Note: there are usually multiple ways to tackle a same problem



Four main types of problems

O Clustering
Identifying groups with similar properties

Clustering (pixel) values

Clustering observations (images, spectra...)
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Four main types of problems

O Classification
Associating objects with predefined classes

“Which kind of bird is it?” Which pixels belong to the dog? - Segmentation

Hoeded
W cbler

/;7 Yellow nmll
Black-+hroated

K aieriery




Main machine learning tasks

Machine Learning

Weakly

5 supervised
Semi -

supervised Unsupervised

[[ JJ{ J

O Unsupervised learning
Only input data is available. No labels.

1 Supervised learning
Each piece of data comes with an annotation - typically costly

[ Semi-supervised learning
Only part of the dataset is annotated

(1 Weakly Supervised learning
For each piece of data, a (simple) annotation is available, but it only contains part of the relevant information



Unsupervised learning

Main tasks consist in:

. Finding groups (clustering) . :>

. Finding a lower-dimensionality representation of the data P "
. Finding interesting trends in the data

. Approximating density functions 2

More about this
in the next lecture
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Dimensionality reduction / Manifold learning

Aims:

T Oy T!'.Mk Ao
. Project the data in a different space where it is better structured ﬁ ‘? — 3{? tn

. Reduce dimensionality

. ldentify main modes of variation
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Supervised learning
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Supervised learning

* Feature selection

* Feature extraction

* Dimensionality reduction

may be first steps of data preparation for a further analysis with supervised learning.

Supervised learning is based on:
* Data

and

* Annotations / labels = costly

Assumption: The data is representative of the process to model



Large image databases

In the last 20 years, the number and size of annotated image databases have increased dramatically

e 100s - several hundred millions image (e.g. ImageNet)
e 10s - several thousands classes

* Annotations at several levels (classes, bounding boxes, contours, etc...)

Some popular image databases: ImageNet, COCO (Common Objects in Context), CIFAR, Pascal VOC,

etc... e
~ IMAGENE’
: ‘ e, /' :ﬁf Z ."T- R : = AR ’ i/ \ 1 1?

@ (Semi-, weakly-, fully-) supervised learning has developed dramatically in computer vision



Example of classification for images

Example task: telling if the image shows a face

Annotation: one scalar label per image




Classification for images

In general, learning is not performed directly on the images,

but from features / descriptors X = {z1,...,zn}:

* Reduction of the dimensionality

 First stage of information extraction




The classification task

* Find the function h(x) : X +— ) which associates a label y to the feature x.

h often has a set of parameters 68: h(x, 8)

* For anew feature © € X, use h predict the label

/SVM: h(x)=wlix+w, and ye{-1;1} \

+ .
},:k\\ // /(,ﬁx“:
- y e

- Y

This task must be achieved from a subset of all possible data samples




Risk and performance

Total risk is defined as: R (0) = / Ly, h(x;0))p(x,y)dxdy

CL’,yEXxy

with L(y, h(x;0)) aloss function that measures the cost of difference between the model’s
prediction and the true label y

z=(xYy)

In practice, p(a,y) is not know, and we can only compute the empirical risk:
N

RY(0) =) Ly, h(x;0)), v € X,y €Y.

1=1

Training of the classifier:

Optimisation (e.g. gradient descent) on minimizing the empirical risk



Training a classifier, measuring performance

Problem: we only have finite number of data samples in our dataset

- How do we know that the empirical risk is representative of the real risk?




Training a classifier, measuring performance

Problem: we only have finite number of data samples in our dataset

— How do we know that the empirical risk is representative of the real risk?
It can be shown that for a sufficiently large dataset:

* the empirical risk tends towards the real risk

* the model’s parameters 6 tend towards the optimal model parameters

— How large is large enough?



Training a classifier, measuring performance

If we divide our dataset into two subsets

Total number of examples

h 4

L
el

Training Set Test Set

It can be shown that:

* the empirical risk computed on the test set tends towards the real risk

* the model’s parameters 0, learnt on the training set, tend towards the optimal model parameters
—> We can test generalisation

- How large is large enough?

In practice, the empirical risk on the test set is an estimator of the real risk



Training a classifier, measuring performance

If we divide our dataset into two subsets

Total number of examples

i
il

h

Training Set

Test Set

Caveats:

If the test set is too small or badly chosen, the empirical risk deviates from the real risk

Some (very recommended) solutions:

« Random sampling:

Total number of examples

F3

- Test example

Total number of examples

* Averaging over several trainings:

- Test example

Experiment 1

Experiment 2

Experiment 3




Training a classifier, measuring performance

Better, more systematic approach: K-fold cross validation

Experiment 1
Experiment 2
Experiment 3

Experiment 4

Benefits on small datasets:

Total number of examples

/ Test examples

* All data samples are used (once) for testing

* The training set can be larger

* More folds - smaller bias of the risk estimator (but larger standard deviation)

. ~N—K,i



Training a classifier, measuring performance

For very small datasets: Leave-one-out cross validation

Total number of examples

A

v

Experiment 1

Experiment 2

Experiment 3

/ Single test example

Experiment N

Benefits on small datasets:
e Same as K-fold cross validation +

* Maximises the training set size

Cons:

* Lots of computations for training



Training and model selection

In addition to optimising the 8 parameters of the model,

several algorithms need to optimise hyper-parameters: choice of model

Examples:
* Neural networks: numbers of layers and neurons
* SVM: regularisation constant

* Kernel-SVM: regularisation constant, parameters of the kernel

Never optimise these hyper-parameters on the same training set as the model’s parameters 6



Training and model selection

Three subsets are needed: Train Validation Test

Proceed in 7 steps:

Divide the dataset into training, testing, and validation sets

Pick a model (e.g. architecture of neural network)

Train the model on the training set

Evaluate the model on the validation set Optimisation of the hyper-parameters
Repeat steps 2 to 4 with several models / architectures

Select the best performing model

N o U s~ W DN e

Do a classic K-fold cross validation with the training and testing sets Optimisation of the parameters



Empirical risk minimisation

The more complex the model, the higher the risk of over-fitting

Risk computed on testing set,
4 estimator of real risk

Risk computed on training set




Empirical risk minimisation

A

A
v

Prediction error Underfitting Overfitting

Error on test set

Error on training set

»

-

Training iterations

—>

Ideal Range
for Model Complexity

When the classifier’s memory increases, it relies more on memory and it becomes harder to classify unknown samples.
It’s ability to generalise decreases.



Empirical risk minimisation

2 common solutions:
» Stop training when the error computed on an additional validation set starts increasing

* “Early stopping”: stop training while the testing error is still decreasing a bit

v

!. I!
|deal Range
for Model Complexity



Unbalanced datasets

* A very common problem with real world datasets!

* Avery important problem to consider:

Overfitting to the common class
lgnoring the rare class

* Possible solutions:

Getting more data

Re-sampling (stratified sampling, over-sampling)

Generate synthetic samples?

Try different algorithms

Try a different perspective (outlier detection? Optimising a different cost?)




Data augmentation

o
CRM

Color shifting




Data augmentation




Measuring the performance of a binary classifier

Standard measures:

. . TP
* Precision =
TP+FP
TP complementary
e Recall =
TP+FN

How many selected How many relevant

items are relevant? items are selected?

Precision =— Recall = —

* Fl-score: combines the previous two
e Accuracy: biased on unbalanced data, avoid it
* Etc.

relevant elements

false negatives true negatives

true positives false positives

selected elements

https://en.wikipedia.org/wiki/Precision and recall



https://en.wikipedia.org/wiki/Precision_and_recall

ROC curve

Standard way to presenting performance measures for a binary classifier
* True positive rate (sensitivity) as a function of false positive rate (1 — specificity)

* Area under curve (AUC) measures the difference to a random classifier (AUC = 0.5)

! -

0.6

— NetChop C-term 3.0
— TAP + ProteaSMM-i

True positive rate

04 ProtcaSMM-i
02
{) { | 1 | 1 | |
0 0.2 04 0.6 03 |

False positive rate



Where can we find learning algorithms?

Python

Nowadays the standard language for data mining and machine learning

Libraries:

* SciKit-Learn: many supervised and unsupervised algorithms

* PyTorch: Most popular frameworks for deep learning
* including high-level wrapper such as PyTorch Lightning



Neural networks
and deep learning




Why have neural networks become so popular?



Generic data processing pipeline

Preparation Machine learning

Data collection Feature
extraction i

Reductlon

Semi -

I Feedback (optional)

_______________J



Generic data processing pipeline

Deep learning version:

Preparation Machine learning

Data collection e '

I Feedback (optional)

_______________J

Integrates the feature extraction and reduction steps into the learning
> Very popular in computer vision!

extraction




“In-the-box” feature extraction

e Classical computer vision:

oA U

Machine learning

supervised

=) O o =) Semi -
J k L = J ho™ supervised

Machine learning

supervised
Semi -




“In-the-box” feature extraction
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How do neural networks work?

Supervised learning scenario:

Find the function h(x) : X — ) which associates a label y to the data sample x.
* hisimplemented by a set of neurones, organised into layers

* 0O are the parameters of the neurones
output layer

hidden layer

input layer

* h and its parameters 6 are optimised by gradient descent to minimize an empirical risk

mm > Neural network are “normal” machine learning algorithms



How do neural networks work?

Plain vanilla
@ 3Blue1Brown (aka “multilayer perceptron™)

_—
e
S,
P

s sesnssn s s amasas a N
Yy - *N* < 2
OO L 1O) J®) ) )

-~
-

S T

F 4 6 A & oy
A AL AL AL
.
~_
2 Dt
, . ~

X Q‘ - v' < A
. 2
N 4 B
RN N VAN
N g =
’ et |
‘_;'u.'{ R0
A AL .
: o 4 S
RS B
. A s
. L ! g
¢ YisR '
3
i . " -
‘ '
' '
L5 PR -
142N oy
A L3N
V- A
PR LA A
s 3} . -
o .
’ : . 0
3 . : I .
- : 9
A 3 E
{ {

(

https://www.youtube.com/playlist?list=PLZHQObOWTQDNUG6R1 67000Dx ZCJB-3pi



https://www.youtube.com/playlist?list=PLZHQObOWTQDNU6R1_67000Dx_ZCJB-3pi

What is a neurone?

Inputs  Weights Net input Activation
function function

®_@ @ » output




A neuron as an edge detector

This is only an example of what could trigger a neuron!

W1 Q1+ W2 A2+ W33+ W4 A4+ - -+ Wy, Gn




Triggering of a neuron

Sigmoid N -
| How positive is this”

olwiay + woao + waaz + -+ + W, a
| 4] 22 33 n4n

Only activate meaningfully
when weighted sum > 10




Some activation functions

——  sigmoid
- tanh
- RelU




What is a neurone?
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How to train a neural network

* Minimisation of the empirical risk R} (6) =) L(yi, h(x:0)), zi € X,y; €Y.

e Choice of loss function:

* For classification:

(Binary) Cross Entropy loss (“softmax”)

Negative Log Likelihood loss
Margin loss

Soft Margin loss

Kullback Leibler (KL) Divergence
Etc.

* Forregression:

Euclidean error

Mean Absolute error

Mean Squared Error (Quadratic loss)
Mean Squared Logarithmic Error
Etc.

N

=1

* For autoencoders:
* Absolute loss

* Mean Square loss

* Smooth Absolute loss

* Etc.

Original image

“

Regenerated using Absolute Error

Regenerated using Smooth Absolute Error

Regenerated using Mean Square Error



How to train a neural network

Procedure for training by gradient descent:

4 )

I

Train on 1 batch,
then adjust the

parameters
k Train on all the data: 1 epoch )
e Gradual and iterative updates A UNDERFITTING A OPTIMUM A ‘ OVERFITTING
@
L
L ]
X L X X

* Smoothed by the use of batches



Some types of neural networks

* Autoencoders

Input
VS~
\ ~ -
/ \ ~
\ Code
\ / \ / N -7/
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S e VA
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Encoder

Possible uses: data reduction, denoising...

Decoder



Some types of neural networks

* Recurrent neural networks

Used for sequences of data (e.g. temporal series)

memory of what

9<1> 9<2> 9<3> ) O<Ty>
happened previously
Layer of the T T T T
network \ O W, O W, O W, O Way
O O O O
: a<1> : a<2> : a<3> :
3<0> > o |[—| | ——: |——> —_—>|
- w 3 2 waa . waa -
/ o " O ®) O
Vector of zeros O W, O W, O W, O W,
T T T \ Shared T
o o . parameters T



Some types of neural networks

* Transformers

Used for sequences of data, may be adapted to visual data

Self-attention modules capture relationships within the data

‘HOW’-\
‘are’
‘you,

‘doing’

Word / token

‘?’J

embedding

Wk

Keys
}

Queries

‘How’ ‘are’ ‘you’ ‘doing’ ‘?’

Self-attentions

Values
XK~

gielelelele)

Hi

https://newsletter.theaiedge.io/p/understanding-the-self-attention

Welelelele]
Hidden

states

‘How’
‘are’
lyou7
‘doing’

9



Some types of neural networks

e Convolutional neural networks (CNNs)

<

Used for images
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Convolution operation

(-1x3)+(0x0)+(1x1)+
(2x2)+(0x6)+(2x2)+
(-1x2)+(0x4)+(1x1) =-3
///
// //
o < =
= \\_/ / /
. A
1 = //
AR P e
// / //// //
Convolution filter =l L = i B
=
(Sobel Gx) = ==
Destination pixel b= = ==
== o= //
e
///./
//

Same filter (neuron) applied to all spatial locations - translational invariance, and fewer parameters to learn



Pooling operation

Single depth slice

. ' 1 2 | 4 . -
Max pooling X b Average pooling
5|16|7 |8 and stride 2 6|8
3 | 2 [ERIED 3 %
1 | 2 [ESHEE
y

[ Reduce the number of parameters - makes the training faster and help reduce overfitting

U Introduce invariance to translation

Large response Large response

in pooling unit in pooling unit

 May introduce other invariances, e.g. to rotation Large Large

response response

in detector in detector

unit 3

Lilg|ls| |15 ]s

unit 1




Some popular CNN architectures

* AlexNet: historical classification on ImageNet
2 branches for 2 GPUs

11
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11 S| -
224 Strid
Lofa

55

27

o —— A I EE

27

Max
Pooling

Local Response
Mormalization

13 13 13 \
- E
' - 3\ 13 »
& 3
3 L L |
132 192 128 2048 2048
X \\\ 13
. — 1000
3 [t--: f 3 13 | > Cense
ERVPRSC Dense Densg
3.
192 192 128 L
E;;hﬂ 2043
Max g
Pooling
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Some popular CNN architectures

e Faster-RCNN: detection task

The feature map is used for 2 tasks

propoy

Region Proposal Network

conv layers

classifier

2k scores

4k coordinates

cls layer ‘

’ reg layer

256-d

intermediate layer

\

sliding window

conv feature map

<=

k anchor boxes

-




Some popular CNN architectures

* Mask-RCNN: detection and segmentation

The feature map is used for 3 tasks

:',:’,' " RolAlign |




Some popular CNN architectures

* YOLO: fast and lightweight detection




Multi-task neural networks

Shared feature map - features need to have more meaning

Convolutional » Classifier_a

layers_a

Region 1

—> proposal

layer_a

.:. 4 rﬁ j
e A - j

{) & E v i : h 4 combined
RolAlign © f::t':rl;"::p *) region
> A A proposals

7

Region
—» proposal —

S — layer_f3

Convolutional
layers_f8

Classifier_

>




How should we interpret the predictions?

Classification layers: Predict the most likely class

The output is not necessarily a probability!

= Cross-entropy loss:

Computed on softmax outputs which are between 0 and 1 and are often interpreted as a pseudo-probability distribution

= Negative Log Likelihood loss:

Measures the accuracy if the model tries to output a probability for each class
= Cosine proximity:
~0 ~1
Compares two vectors, e.g. |~1]| and |~0
~0 ~0
= Hinge loss (max margin):

Compares the signs of the output and true label



How much can we trust the model and its predictions?

Remember:

* We don’t have all the possible data in the world
e Data may be noisy, uncertain

— Strong generalisation testing

- and...?

How much can we trust these “end-to-end” trained black-box algorithms?



How much can we trust the model and its predictions?

rears up the roof, but
ehicle passes underneath

! CHANDLER ||

1ab 8
"'ﬂ"""‘* ‘“ CRASH INVOLVING SELF-DRIVING WAYMO | ad ~N
ARIZONA he Model S continues on

l ABC15 COM|5 NEWS: AN AMBER ALERT HAS BEEN ISSUED TO FIND TWO CHILDREN ABDUCTED IN TU( | 6:07 IR 5 he road for a few hunderd

feet but veered off and hita
fence

It went through another fence
and a pole before stopping




How much can we trust the model and its predictions?

* Biased data - biased models!

How Microsoft corrupted a bot in 24 hours

@ TayTweets © | & g TayTweets © kX

a@amay ank jee can ”USI Say that |m @ UnL.’-\d;"(—)Gl “rq le:pOO\‘-"-(IIhE\',(Q.‘; Chl“
stoked to meet u? humans are super im a nice person! i just hate everybody
cool

g TayTweets © ...4 g TayTweets & -..o

@NYCitizen07 | hate feminists @brightonus33 Hitler was right | hate
and they should all die and burn in hell the jews.

FaceApp apologizes for building a
racist Al




How much can we trust the model and its predictions?

e Adversarial examples

Classifier Input Classifier Output

V

+.007 x

place sticker on table

“gibbon”

99.3% confidence

“panda”

| —
banana siug snad oange

57.7% confidence

Classifier Output

“airliner”

—
toaster banana pogy bank  spaghett)




Adversarial examples

Like optical illusions for CNNs...
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How do we know what neural networks actually do?

Visualising what activates the CNN’s neurones: Layer-wise Relevance Propagation (LRP)

' () Image BVLC CaffeNet GoogleNet
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! [zj : (Binder et al., ICML Visualization

Workshop, 2016)

[number]: explanation target class
red color: evidence for prediction GoogleNet focuses on faces of animals

blue color: evidence against prediction —> suppresses background noise, but doesn’t use context

S. Bach, A. Binder, G. Montavon, F. Klauschen, K.-R. Miller, and W. Samek. On pixel-wise explanations for non-linear classifier decisions by layer-wise relevance propagation. PLOS ONE, 10(7), 2015
A. Binder, G. Montavon, S. Lapuschkin, K.-R. Miller, and W. Samek: Layer-wise Relevance Propagation for Neural Networks with Local Renormalization Layers. ICANN 2016, 2016



How do we know what neural networks actually do?

Visualising what activates the CNN’s neurones:

- o
. -
A




How do we know what neural networks actually do?

Another method: Class Activation Mapping (CAM) and numerous derivatives

Class activation maps of top 5 predictions Class activation maps for one object class

Requires the use of Global Average Pooling (GAP)
» Not as general as LRP

B. Zhou, A. Khosla, A. Lapedriza, A. Oliva, and A. Torralba. Learning Deep Features for Discriminative Localization. CVPR'16 (arXiv:1512.04150, 2015).



How do we know what neural networks actually do?
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How do we know what neural networks actually do?

Ideal images that maximally activate a given CNN neurone for different classes:

Flamingo Billiard Table School Bus

Ground Beetle Black Swan Tricycle

library cheeseburger swimming trunks barn " candle

K. Simonyan, A. Vedaldi, A. Zisserman: Deep Inside Convolutional Networks: Visualising Image Classification Models and Saliency Map. ICLR Workshop 2014
A. Nguyen, A. Dosovitskiy, J. Yosinski, T. Brox, J. Clune: Synthesizing the preferred inputs for neurons in neural networks via deep generator networks. NIPS 2016



The next (foreseeable) big developments in Al...

* Explainable neural networks

* Physics inspired neural networks

* Hybrid data- and knowledge-driven models



